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On February 13-14, 2025, the Center for International Security and

W

Strategy (CISS) of Tsinghua University and the Brookings Institution held
the 12th round of the “China-U.S. Track 2 Dialogue on Artificial Intelligence
and International Security” in Munich. During the Glossary Session, both
sides proposed 20 Al risk-related terms for exchange, and then provided
their respective definitions for nine of these terms to enhance mutual

understanding of the potential security risks posed by artificial intelligence.
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e Catastrophic risk

Catastrophic risk refers to events with exceptional destructive potential
that exceeds ordinary response capacities, characterized by significant
magnitude, geographic scope, and temporal persistence. Such risks,
whether natural or anthropogenic in origin, disrupt fundamental societal
structures and produce multi-generational consequences that transcend

jurisdictional boundaries.

In the artificial intelligence domain, catastrophic risks emerge when
systems potentially inflict widespread harm through either complexity-
induced emergent behaviors or deliberate misuse. These scenarios typically
develop through two primary mechanisms: technical systems evolving
beyond effective human oversight, or governance frameworks proving
insufficient to ensure responsible development aligned with broader

societal interests.
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e Existential risk

Existential risk refers to threats capable of causing human extinction or
permanently curtailing humanity’s developmental trajectory, representing
the terminal category within risk taxonomies. Such threats, whether
cosmic, ecological, biological, or technological, are distinguished from
catastrophic risks by their irreversible elimination of recovery pathways,
potential to extinguish humanity entirely, and capacity to fundamentally

alter parameters necessary for continued human existence.

In artificial intelligence contexts, existential risks arise where systems
potentially undermine humanity’s continued existence or drastically
constrain its future potential. These scenarios typically emerge through
mechanisms including intellectual capabilities surpassing human
comprehension, fundamental transformation of civilizational trajectory,
permanent displacement of human agency in critical domains, or strategic
instabilities resulting from autonomous capabilities operating beyond

effective governance frameworks.
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o Al Controllability

Al controllability refers to the ability of an artificial intelligence system
to continuously, stably, reliably, and safely complete predefined tasks/
functions under specified conditions and within a specified time frame
through a series of strategies, mechanisms, and technical safeguards.
Especially in the event of a failure, it should be able to (1) isolate instantly,
cutting off the faulty module to prevent cascading failures; (2) maintain
a safe state, switching to a backup mode and preserving basic functions;
(3) support rapid recovery and re-entry into tasks after quick repairs.
Considering the technical mechanisms of cutting-edge Al systems (LLM),
as well as the inherent contradictions in human values, fully controlling
advanced Al systems (including autonomous systems) will be very
difficult, if not impossible. Therefore, more comprehensive risk mitigation

strategies and agile governance approach are needed.

Al controllability refers to the ability of an artificial intelligence system to
continuously, stably, reliably, and safely complete predefined tasks/functions
within a specified timeframe and under given conditions (scenarios),
through a series of strategies, mechanisms, and technical safeguards.
Particularly in the event of a failure, it should be capable of: (1) immediate
isolation, cutting off the faulty module to prevent cascading failures; (2)

maintaining a safe state, being able to instantly switch to a backup mode
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and preserve basic functions; (3) being recoverable, so that it can re-engage
in tasks after rapid recovery. Under current circumstances, given the “black-
box” technical characteristics of frontier artificial intelligence systems and
the diversity of human values, achieving full control over such systems
presents significant challenges. Therefore, more comprehensive risk

mitigation strategies and agile governance approaches are needed.
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o Al Governability

Al governability refers to the enhancement of Al systems’ interpretability,
transparency, fairness, reliability, and security, as well as the traceability
and accountability of Al-related incidents, through mechanisms such
as institutions, laws, technology, and markets. It aims to effectively
safeguard national sovereignty, security, and development interests, protect
the legitimate rights and interests of citizens, legal persons, and other
organizations, and ensure that artificial intelligence technologies are used

for the benefit of humanity.
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eIntentional escalation:

A calculated and purposeful increase in the intensity or scope of conflict
undertaken by an actor to achieve strategic objectives or influence an
adversary’s behavior. This may involve overt military actions, aggressive
rhetoric, or controlled use of force aimed at signaling resolve or extracting

concessions. It encompasses both strategic signaling and risk management.
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Publicly available publications from the Chinese government, military, and academic
community do not provide a specific or explicit definitions of intentional escalation
and unintentional escalation. However, relevant discussions offer insights into their
interpretations. For more details, see: Hu Ping (China Institute for International Strategic
Studies, CIISS), Analysis of International Conflict and Research on Crisis Management,
Junshi Yiwen Press, 1993; China Institutes of Contemporary International Relations (CICIR),
Introduction to International Crisis Management, Shishi Press, 2003; Ding Bangquan
(PLA National Defense University) etc. eds., Management of International Crisis, National
Defense University Press, 2004; Xu Hui (PLA National Defense University), Theory of Case

Analysis of International Crisis Management, National Defense University Press, 2011.
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eUnintentional escalation:

An increase in conflict intensity that occurs as an unintended consequence
of actions taken during a crisis. This form of escalation arises not from
deliberate intent but from miscommunications, misinterpretations, or
procedural missteps that inadvertently heighten tensions. It underscores the

importance of effective communication and procedural management.
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o Out of control crisis

Out of control crisis: An artificial intelligence system takes actions that
deviate from its predetermined objectives due to technical reasons, and
human operators are unable to effectively control it or terminate the system
before it causes catastrophic consequences. The underlying cause may be
a technical malfunction leading to a chain reaction within the Al system or

the emergence of “autonomous consciousness” within the Al itself.
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eStrategic stability

Strategic stability, in its narrow sense, specifically pertains to the realm of
nuclear weapons, including mutual assured destruction, crisis stability, and
arms race stability. (Tsinghua) In its broader sense, strategic stability refers
to a relatively stable and balanced strategic situation at the international
level, where actors maintain self-restraint and engage in mutual constraints,

thereby contributing to global stability. (NDU)
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eDual-use technology

Dual-use technology: Technologies that have both civil and military uses
or help enhance military potential, especially those that can be used for the
design, development, production, or use of weapons of mass destruction and

their delivery vehicles, including relevant technical information and other data.
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Bin Li and Gaochen Hu, China’ s Nuclear Deterrence from the American Perspective,
Vol.35, 2018, pp.21 - 41.

Yi Yang, Global Strategic Stability Theory (Quangiu Zhanlve Wending Lun), China
People’ s Liberation Army National Defence University Press, 2005, p.3.
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